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SUMMARY 
 

We investigate an algorithm for 3D time-domain AEM inversion with the finite-volume and direct Gauss-Newton methods. We 

separate a spatially varying secondary field from the 1D background in time-domain, and constrain the calculation to be within the 

small volume of influence of airborne EM secondary source, resulting in more compact discretization. To demonstrate the validity 

and merits of 3D inversion, we first compare the results with 1D inversion on synthetic data for a horizontal conductor and a dipping 

plate, which shows that both methods can well recover the horizontal conductor, while only 3D inversion can offer good recovery for 

the dipping plate. We apply our 3D algorithm to invert GEOTEM data obtained over the Lisheen deposit in Ireland to map the 

sulphides at depth and obtain similar results to 1D inversion but with better data fitting, further showing the effectiveness of our 3D 

inversion algorithm. 
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INTRODUCTION 
 

Airborne electromagnetic (AEM) methods have been used for mineral exploration, geological mapping, underground water and 

geothermal exploration for years. AEM exploration has quick coverage and dense along-line sampling in any survey area that 

produce large amounts of data. As a result, imaging and one-dimensional (1D) inversion are always the first choice for data 

interpretation because they are very fast. Macnae et al. (1991) presented the conductivity-depth imaging for AEM step response and 

since then 1D inversions such as singular value decomposition (SVD), laterally constrained inversion (LCI), Occam’s inversion have 

been frequently used to interpret AEM data (Chen and Raiche, 1998; Vallée and Smith, 2009; Ley-Cooper et al., 2010; Cai et al., 

2014). While these methods are fast and effective when the geology is quasi-layered, in cases in which the earth has severe 

topography or the earth contains three-dimensional (3D) conductors, 1D inversions cannot deliver reliable 3D geometry of 

conductors for such geological conditions.  

In recent years, many 3D inversion algorithms such as Quasi-Newton, NLCG, Gauss-Newton have been studied for compact 3D 

exploration targets. Liu and Yin (2016) developed 3D inversion for multipulse airborne transient EM data and they adopted a direct 

Gauss-Newton method in the inversion with reasonably rapid convergence. Impractical consumptions in time and memory in 3D 

inversion have greatly limited its use. Concurrently, many acceleration techniques for 3D modelling and inversion have been 

suggested. Oldenburg et al. (2008) adopted the Multi-frontal Massively Parallel Solver (MUMPS) in the 3D calculation for large-

scale multi-source transient EM problems, which saves considerable time in forward modelling and inversions. Yang et al. (2013) 

investigated a generic parallelization scheme with local meshes that have fine cells near the transmitting source and coarser cells 

elsewhere. For EM surveys, Druyts et al. (2010) defined the volume of influence (VoI) for AEM transmitters, which is an important 

concept for 3D model calculation because its volume is much smaller than the entire computing volume under the survey area, and it 

has sometimes been called footprint (Liu and Becker, 1990; Reid et al., 2006; Yin et al., 2014). The moving footprint concept 

proposed by Cox and Zhdanov (2007, 2010) has further accelerated the application of 3D inversion. As the 3D secondary field of a 

compact target has a small range of influence compared to a half-space or layered-earth EM response which we regard as the 

background field, the spatial extent of the response produced by the geologically anomalous conductor should be much smaller than 

that of the transmitter VoI. We call this method the time-domain field-separation method and it is used in our 3D calculation.  

From a numerical simulation point of view, finite-difference (FD) and finite-element (FE) methods have been well developed. 

We adopt a finite-volume (FV) method with staggered grids for discretization. With the FV method, we divide the whole region into 

many discrete sub-volumes without overlap. Compared with FD that uses the difference to replace the derivative, FV is an integral 

process for each discrete volume element. FE method uses the combination of an interpolation function and node values in each 

subdivided element to express the variables in the integral, while FV keeps the conservation of variables in each integral with 

discrete volume elements and has a simple computation process. Jahandari and Farquharson (2014) used an unstructured FV method 

to solve the frequency-domain EM forward problems, and Oldenburg et al. (2013) developed large-scale time-domain AEM 

modelling and inversion based on the FV method with staggered grids. 

   We use the time-domain field-separation method by separating the secondary field (3D conductors) from the background (half-

space or layered earth), and adopt the FV method within the small VoI of the secondary source with considerably fewer grids. The 

background field is easily obtained from 1D algorithms and the actual transmitter current waveform effects can be quantified via 

convolution. A local mesh and the MUMPS direct solver are used to accelerate the 3D EM calculation. We compare the 3D inversion 

results with 1D inversions for a synthetic model with a dipping plate and a horizontal rectangular conductor to demonstrate the 
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validity of our 3D inversion. We further invert the field data from the Lisheen deposit with both 1D and 3D inversion, and compare 

the results in data fitting and in the model recovery. 

 

 

METHOD  

 
Governing equations 

Starting from Maxwell’s equations, we have  
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where μ, ε, σ are the permeability, permittivity and conductivity, respectively; S(r,t) is the source term. We divide the electric field E 

and magnetic field H into background and secondary field as Eb, Es and Hb, Hs. Via a simple transform, we can get a dual curl 

equation for Es. By operating an integral to the dual curl equation and using Gauss divergence theorem, we obtain the following 

integral equation for each variable (Ren et al., 2017), i.e. 










 



d)(dd)(
tt

b
b

s
s

EE
En  ,                     (3) 

where σb is the half-space conductivity. We use a staggered grid with E located in the middle of the edges and H located at the center 

of faces (Figure 1(a)). The variables Ω and Γ are respectively the control volume and its surfaces, n is the unit normal vector. We 

adopt the FV method for space discretization and the first-order backward Euler discretization to approximate the time derivative, 

and equation 3 is then expressed as 
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where i, i-1 are adjacent time channels, Δti is the ith time step, D is the cross product operator, C is the product of conductivity and 

permeability, GΩ and GΓ are respectively the discretization of the volume and surface integral, while Sr is the product of anomaly 

conductivity and permeability. The background field Eb is first calculated in frequency-domain with semi-analytic solutions, and then 

is transformed into time-domain. We take the transmitting current in the background field via convolution with the step responses, 

which reduces the cost when calculating the secondary field. This also avoids the singularity in the transmitter locations. 

Rewriting equation 4 into a matrix form and considering all the survey sites and time channels, we have 
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while i
jP  and 1-i

jQ  are the coefficients matrix of i
sE  and 1i

sE  in equation 4 for the jth survey site. There are Tn computational 

time channels, which are also used to interpolate the survey channels. We use the homogenous Dirichlet boundary condition and we 

assume that the tangential electric field is zero at infinity. The calculations for each survey station with different time channels are 

constrained within the secondary field VoI with local mesh (Figure 1(b)). We use the MUMPS solver to solve the governing 

equations.  
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Figure 1: (a) staggered grids and control volume; (b) local mesh. 

 

 

Inversion theory 

We consider the following penalty functional consisting of data misfit and model constraints (Egbert and Kelbert, 2012): 
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and where in turn d=(d1,d2, …, dNd)T are the survey data, Nd is the number of survey data; the model conductivity matrix 

m=(m1,m2,…mM)T consists of M parameters; m0 is a prior or first guess of model parameters; f(m) are non-linear functions in the 

model space m; the trade-off parameter  balances the data misfit and model constraints; Cm defines the model covariance or 

regularization term. The data misfit term, it was rescaled from ),( 2/1
d

2/1
d fCdC  , where Cd is the covariance of data errors, with its ith 

element being defined as ))(5.0 22 mii fd （ (Wilson et a., 2006; Liu and Yin, 2016). This will balance the very different 

magnitudes of different time channels. Considering the relationship of m~ and m in equation 8, we can simplify the equations with 

all tildes omitted. By minimizing the penalty functional, we obtain the model updates using the Gauss-Newton method:  

l
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where m are the parameter updates, J is the Nd×M time-domain Jacobian matrix that is solved in a similar procedure in forward 

modelling using direct solver, the data residual is )( lmfdr   at lth iteration. We use preconditioned conjugate gradient method to 

solve equation 9.  

 

 

NUMERICAL EXPERIMENTS  
 

Model data inversion 

We first define conductors with different depths 

and geometries to test the accuracy and validity of our 

3D inversion algorithm. The model is shown in Figure 

2(a) where there are two conductive targets - a 

dipping plate and a rectangular conductor, with a 

resistivity of 20Ω·m and a strike length of 240m in y 

direction. The resistivity of the half-space is 200Ω·m. 

The survey system is a concentric loop system at 50 m 

height, with a half-sine transmitting wave and a base 

frequency of 30 Hz. We define 33 survey sites with 12 

off-time channels and we have added 3% Gaussian 

noise to the data. We respectively conduct 3D and 1D 

inversions to the two conductors. The 3D inversion 

with field-separation method uses 161628 grids in 

the VoI zone for each Tx-Rx pair, with a half-space as 

the starting model, while the 1D SVD inversion has a 

8-layer starting model. The inversion results are 

shown in Figure 2(b) and 2(c). 

From Figure 2, we can see that the results of 3D 

and 1D inversions have a good agreement with the 

reference model for the horizontal rectangular 

conductor, including the resistivity, shape and 

location. This is because the horizontal plate can be 

taken as a layered earth within a small area, 

considering the small footprint of the AEM system. 

The dipping plate has been recovered very well with 

3D inversion, while 1D inversion appears unrelated to 

the dip, and performs as a deeper horizontal target 

instead. This shows that 3D inversion in this case is 

more accurate for 3D conductors, particularly for 

dipping targets for which 1D inversion cannot deliver 

good results. Figure 3 is a plot of the trade-off 

parameter, rms and penalty functional φ for 3D 

inversion. Quick convergence is obtained, with the 

final rms and φ are 1.06 and 1.09, respectively. The 

inversions for the present multi-conductor model 
 

Figure 2: Theoretical model inversions. 
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demonstrate that our inversion algorithm has good sensitivity and resolution to the model, and 3D inversion has obvious advantages 

for non-layered conductors. 

 

 

 
 

 Figure 3: (a) Trade-off parameter; (b) normalized rms; (c) penalty functional φ. 

 

 

Field data inversion 

We have performed 1D and 3D inversions on the Lisheen 

deposit data acquired using a GEOTEM system in Ireland. 

The majority of the Lisheen deposit consists of Fe-Zn-Pb-Ag 

sulphides. Based on drilling results (Hitzman et al., 2002), the 

conductive minerals have a quasi-layer geometry. The system 

configuration for GEOTEM Tx-Rx offsets are respectively 

131m, 0m, 50m in x, y, z directions. The base frequency is 

75Hz, and the transmitting current is a half-sine with 2 ms 

on-time and 4.67 ms off-time. The flying height is around 

100-150m and the survey zone is shown in Figure 4. The red 

areas in Figure 4 are the deposit. In this paper, we only show 

inversions of Line 5 data in our discussions. 

For 3D inversion, we use 16×16×20 grids in each VoI zone 

and 100 time channels for theoretical calculation and 

interpolation for survey time channels. We adopt the SVD 

algorithm for 1D inversion. Figure 5(a) and 5(c) are the data 

fitting between the field data and predicted data respectively 

from 3D and 1D inversions, while Figure 5(b) and 5(d) are 

the corresponding recovered model for Line 5. In the airborne 

data, we can see that there is anomaly between 166250m and 

167500m and the anomaly becomes larger from 166250m to 

167500m, which is more obvious at early time channels than 

late ones. This corresponds in the recovered model to the 

conductive layer or conductors at a shallower depth around 

167500m as shown in Figure 5(b) and 5(d). We can also see 

that the recovered results of 3D and 1D agree well, and both 

recover the conductors with similar depth (200-400m) and 

location, while the 3D inversion is consistent with the drilled 

sulphide locations and has associated a better fit to the data. 

The successful inversions of time-domain survey data further 

demonstrate the validity and effectiveness of our 3D 

inversion algorithm.  

 

 

Figure 4: Location and lines of AEM survey (after 

Hitzman et al., 2002). 
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Figure 5: Data fitting and recovered model for Line 5.  

(a) (c) are field data and final fitted response; (b) (d) are recovered models respectively from 3D inversion and 1D inversion. 

 

 

CONCLUSIONS 
 

Combining the EM VoI of a secondary source with a local mesh and direct solver, we have conducted efficient forward 

modelling with the FV method. A direct Gauss-Newton optimization with pre-conditioned conjugate-gradient has also been 

successfully used in the 3D inversions. We tested 3D and 1D inversions on both synthetic model and field data. The model data 

inversions suggested that either 1D or 3D methods can recover a moderately extensive horizontal conductor, but only 3D inversion 

can recover a dipping plate’like conductor, which demonstrated the potential use of our 3D inversion, especially for irregular 3D 

conductors. Finally, the successful inversion of GEOTEM survey data from Lisheen deposit further conforms the effectiveness of our 

3D inversion.  
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